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Quickstart

New to Galaxy, start here!
First time users can watch the example workflow tutorials on YouTube and run the example workflows
with the instructions given in these tutorials:

Fluxomics Tutorial LC-MS Tutorial NMR Tutorial | Statistics Tutorial

You can access the sample workflows in Galaxy's workflow list. You can also try our interactive tours.

Support

- Learn Galaxy (official documentation)

» YouTube tutorials

« How to get an account

« Request help (ticket)

« Online training offered by EMBL-EBI

« More about setting up a private instance




* Deployment

3 platforms VS high end desktop: Medium scale cluster (50
CPUs/1TB RAM) and 2 large scale clusters (1000 CPUs/3TB
RAM) — Microsoft Azure and EBI Embassy cloud

» KubeNow https://github.com/phnmnl/KubeNow-plugin
» Include: Galaxy Web Ul, Jupyter Notebook, Luigi GUI
» Support: KVM, OpenStack, AWS, Azure, Google Cloud
* Tools: BATMAN and PAPY

* Metrics for performance measurement

» Runtime and Efficiency of Strong Scalability
https://github.com/csmsoftware/phnmnl-scalability
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 Runtime
BATMAN with 2000 spectra (runtime)
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« Strong scaling efficiency (SSE)

BATMAN with 2000 spectra (normalized to T1 of each platform)
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 PhenoMeNal team at Imperial College London @

PhenoMeNal
 EBML-EBI, Uppsala Univ. (Sweden), IPB-
Halle (Germany) etc...

* BioMedIA group and dHCP team at Imperial
College London

 Microsoft Azure Research
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Thank you!!!

e« Questions?
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